PAGE  
12

Liberalisation, MNE and Productivity of Indian Enterprises
N. S. Siddharthan*

Institute of Economic Growth, Delhi University Enclave, Delhi – 110007, India.

Fax: (91-11) 7667410; E-mail nss@ieg.ernet.in
K. Lal

Institute of Economic Growth, Delhi University Enclave, Delhi – 110007, India.

Fax: (91-11) 7667410; E-mail klal@ieg.ernet.in
Abstract

In analysing the impact of FDI spillovers on the productivity of Indian enterprises for the post liberalisation years 1993-2000, this study argues in favour of using an unbalanced (full) panel that takes into account the entry and exit of firms. Furthermore, it also advocates the estimation of separate firm level cross-section equations for each year to analyse the possible changes in the values of the spillover coefficients over time. The results show the presence of significant spillover effects from FDI. During the initial years of liberalisation, the spillover effects were modest but increased sharply later on. Firms with better endowments in terms of productivity and technology benefited from liberalisation and MNE presence. Firms with large productivity gaps became victims.

Acknowledgement:  This work was done at the V. K. R. V. Rao Centre for Studies in Globalisation, Institute of Economic Growth. We are grateful to Professors K. L. Krishna and Biswanath Goldar for their several comments and suggestions on an earlier draft of the paper
April 2003

*Contact author for correspondence.

Liberalisation, MNE and Productivity of Indian Enterprises

N. S. Siddharthan and K. Lal

In analysing the impact of FDI spillovers on the productivity of Indian enterprises for the post liberalisation years 1993-2000, this study argues in favour of using an unbalanced (full) panel that takes into account the entry and exit of firms. Furthermore, it also advocates the estimation of separate firm level cross-section equations for each year to analyse the possible changes in the values of the spillover coefficients over time. The results show the presence of significant spillover effects from FDI. During the initial years of liberalisation, the spillover effects were modest but increased sharply later on. Firms with better endowments in terms of productivity and technology benefited from liberalisation and MNE presence. Firms with large productivity gaps became victims.

I
INTRODUCTION

In the last three decades there have been several studies on the impact of multinational enterprises (MNE) on the productivity of local firms (Caves 1974; Gorg and Strobl 2001; Blomstrom and Pearson 1983; Haddad and Harrison 1993; Kathuria 2000, 2002; Aitken and Harrison 1999; Xu 2000; Borensztein, De Gregorio and Lee 1998; Buckley, Clegg and Wang 2002). These studies cover a wide range of countries (Blomstrom and Pearson 1983 – Mexico; Haddad and Harrison 1993 – Morocco; Kathuria 2000, 2002 – India; Aitken and Harrison 1999 – Venezuela; Buckley, Clegg and Wang 2002 for China). However, there has been no consensus on the findings. Some studies reported positive spillovers while others reported negative spillovers.


There has also been no agreement on the impact of liberalisation measures on productivity. The conflicting findings have been attributed to several factors. Some attribute them to the assumption of a single production function across all industries and firms - Tybout (1992), Nelson and Winter (1977), and Nelson and Pack (1999). Some others question the relevance of inter-industry studies. They argue that firms in an industry are heterogeneous and consequent to liberalisation, new entrants will be armed with state of the art technology while the existing firms could be using outdated technologies. Therefore, it is difficult to predict the impact of liberalisation on an industry taken as a whole. For Chilean and Colombian samples Liu and Tybout (1996) and Liu (1993) found evidence of heterogeneity of firms in a given industry. They argue against the use of total factor productivity measures and advocate the use of firm level data rather than industry aggregates (also see Bartelsman and Doms 2000).


We argue in this study that in analysing the impact of liberalisation on productivity spillovers, it is essential to take into account the entry of new enterprises and the exit of the older ones. Furthermore, the value of the spillover coefficients could change over time. Therefore, estimating an average coefficient (averaged over several years) many not reflect the changes in the spillover effects. In addition, labour productivity measures used by earlier studies do not take into account heterogeneity in the skill content of the workforce. In this study we have advocated another measure, namely, value added per unit cost of labour, which avoids the problem posed by skill diversities and the consequent wage differentials of the workers.

II
ANALYTICAL FRAMEWORK


By and large, studies for less developed countries (LDC) assume that with the liberalisation of the economy and inflow of foreign direct investments, the labour productivity, measured by value added per worker, of the local enterprises will increase. This assumption does not take into account the heterogeneity of the local enterprises in terms of their access to new technology and ability to absorb spillovers. Firms that have better capabilities and knowledge base will gain while others will become victims of liberalisation. Therefore, it is important to undertake a study based on a cross section of firms and introduce firm specific characteristics.


In recent times quite a few studies have advocated and used labour productivity instead of total factor productivity (Caves 1974a, Nelson and Pack 1999, Liu et.al. 2000, Tybout 1992, Haddad and Harrison 1993 Kokko et. al 1996, 2001). Labour productivity is not a residual measure and overcomes the limitations arising out of the assumptions that underline the measurement of total factor productivity. However, increases in labour productivity could be due to increases in investment and capital intensity. Therefore, some of these studies introduce capital intensity as a control variable. Studies, by and large, measure labour productivity as a ratio of value added or output to the number of workers employed. However, workers differ significantly in their skill content and consequently in their emoluments. To overcome this limitation, earlier studies introduced an additional variable like the share of managerial personnel in the labour force, representing the skill content of the labour force. For Indian firms, data on the number of employees is not published. Thus the denominator of the labour productivity variable, namely, the number of workers, is not available. To overcome this problem, Kathuria (2000, 2002), calculates the average wage rates for different industries from the publication Annual Survey of Industries, and divides the wage bill of the firm by the average wage rate of the corresponding industry to obtain the number of workers in the firm. This method of obtaining the number of workers at the firm level has the following limitations. Since the MNE pay higher wages compared to the local firms, it could overestimate the number of workers in the MNE. The method also does not take into account the heterogeneity of the workforce and differences in the skill content. Furthermore, several Indian firms, particularly in recent years, have been employing workers through labour contractors. The payments made to labour contractors come under labour costs but the workers employed through the contractors are not in the pay roll of the firm. Under these circumstances, we feel that a variable like value added per unit cost of labour, that is, value added divided by the sum spent on labour would be a more appropriate variable. We suggest that firms should be more interested in the productivity of the sums they spend on labour rather than in an indirect measure of productivity of a representative person they have been employing. 

Studies analysing the productivity of local enterprises and the spillovers from MNE, ignore, by and large, the role of certain other technology and internationalisation variables like the arms length import of technology, import of embodied technology in the form of machinery imports, and the impact of exports on the up-gradation of technology and the consequent increase in productivity. In addition to the determinants introduced by earlier studies, we also propose to introduce these firm specific variables. 

Following the earlier studies and taking into account the modifications suggested above, we propose to estimate the following equation:

VALijt = (0t + (1tMSijt + (2tMSFjt + (3tVALFjt + (4tGAPjt + (5tCORijt + (6tADijt + (7tEXPORTijt + (8tIMPTECHijt + (9tIMPCAPijt + (
Where the subscript i stand for the firm, j for the industry and t for time. VAL is value added divided by the wages and salaries bill of the locally owned Indian firms; VALF, the industry averages of value added divided by the wages and salaries bill of MNE affiliates in India; GAP is equal to VALijt/VALFjt; MS, the market share, is sales turnover of the given Indian firm; MSF, the market share of MNE affiliates in the given industry; COR, capital output ratio of the Indian firm; AD, advertisement expenditures of the Indian firm as a ratio of sales turnover of the Indian firm; EXPORT, exports to sales ratio of the Indian firm; IMPTECH, technology imports, royalty and technical fee payments as a ratio of sales turnover of the Indian firm; and IMPCAP, import of capital goods as a ratio of sales turnover of the Indian firm.


The model presented above differs from the earlier models in certain respects. The dependent variable that we have used is not labour productivity but a surrogate, namely, value added per unit cost of labour. This variable as discussed earlier takes care of the heterogeneity in skill levels and the consequent differences in emoluments paid to employees. In addition to analysing the impact of FDI on the local firm’s productivity, the model also examines the impact of arms length technology transfer – both disembodied and embodied. For this purpose, the following two variables are introduced: royalty and licensing fee payments made by local firms to foreign firms, and import of machinery. For the LDC, these are important sources of technology acquisition and it is essential to study their impact on productivity. Thus we will be studying the impact of the variables relating to globalisation (including exports) on productivity. Earlier studies have ignored this aspect and have confined themselves to only FDI or intra-firm transfer of technology. Furthermore, we expect the regression coefficients, and in particular (3, the spillover coefficient, to change over the years. This is an important feature of the model. Accordingly, the scope of our study is much wider than that of earlier ones.

III
STATISTICAL RESULTS

Data and Variables

Capitaline
 database has been used in this study. We have used both balanced (1995-2000) and unbalanced (1993-2000) panels in the analysis
. With regard to industrial spectrum, we have covered both modern and traditional industries. These are: air conditioning D_AC, automobile ancillaries D_AUTOAN, Automobile heavy and light commercial vehicles D_COMVEH, Automobile motorcycles D_MCYCLE, Automobile passenger cars D_CAR, Chemical D_CHEM, Domestic appliances D_DOMEAPPLS, Dry cells D_DRYCELLS, Electrical goods D_ELECTRIC, Electronic components D_ELECTRONICCOM, Consumer electronic goods D_CONELECTRONIC, Engines D_ENGINES, Paints D_PAINT, Personal care D_PERCARE, Pesticide D_PEST, Pharmaceuticals D_PHAR, Telecommunications D_TELE and Engineering. Although the database contains the service sector and construction firms, we have included only the manufacturing firms in the analysis. Firms have been grouped into two categories, namely, domestic and MNE affiliates. Domestic firms are those where equity participation by foreign firms (if present) is less than 25 percent. All those firms with higher equity participation have been classified as MNE affiliates. Both industry and firm level variables have been used in the analysis. In addition, industry dummies are used to capture the industry specific effects. 


While dealing with pooled cross-section and time-series data, it has been the practice to deflate the variables, in particular the value added variable, with their respective price index. While in principle this procedure is reasonable, in practice it poses numerous problems. Indian price deflators do not take into account changes in the quality of the products. Thus the quality of a current vintage product is considered on par with the quality of a product produced in the pre-liberalisation era. Nor does it take into account the introduction of new products and processes. Since one of the important objectives of liberalisation is the introduction of new products and processes and improvement in the quality of goods, the use of price deflators could be counter productive and might defeat the very purpose of the study. Therefore, in this study, we estimate separate regressions for each year (1993-2000). Accordingly, we do not combine time-series and cross-section data. Instead, in each equation we consider only the cross-section of firms for that year. This procedure, in addition to enabling us to bypass the price deflation problem also helps us to study the possible changes in the behaviour of the determinants over the years. 

Full Sample and Balanced Panel

As mentioned earlier, we have used balanced as well as unbalanced panel data in this study. While analysing the balanced panel data, parameters of the model were estimated in random and fixed effect framework. In the fixed effect models the constant terms for each cross section, firms in our case, are estimated separately. Fixed effects estimates are able to capture the cross section specific effects of the specification. Whereas in random effect models a single constant term is estimated which is the sum of a common constant ( and a time-invariant cross-section specific random variable ui that is uncorrelated with the residual term.

In contrast to the balanced panel, the full sample allows us to capture the entry and exit effects of firms that are very important in analysing the impact of the liberalisation era. The full sample shows that several new firms have emerged and many have disappeared over the period 1992-2000. However, in the balanced panel all such firms are excluded from the analysis. In the unbalanced panel, we have excluded new entrants that have not yet started producing output in accordance with their installed capacity. However, the output of these excluded firms has been considered in calculating the market share of the sample firms. Since the main objective of liberalisation is to remove the entry barriers erected by the industrial licensing regime and allow free entry of new enterprises, we consider it important to use the full (unbalanced) sample. Furthermore, it could also be argued that in capturing spillover effects, industry dummies used in the full sample could prove more useful than firm dummies. Hence we prefer the unbalanced panel with industry dummies and regressions estimated separately for each year to the balanced one that ignores the entry and exit of firms. However, we present the results of the balanced panel in the Appendix.

Regression Estimates

Table A1 presents the estimates of fixed and random effect models of the balanced panel data set. Table 1 presents the estimates of the unbalanced panel with industry dummies. The results presented in tables A1 and 1 do not differ very much.

--------------------

Insert Table 1

--------------------

 
Table 1 presents the heteroskedasticity corrected estimates of the unbalanced panel for the period 1993-2000 with industry dummies. Separate equations have been estimated for each year. In the table, VALF and GAP turn out to be very important with very high `t’ values. Furthermore, their coefficients have also been highly significant for all the years. The value of the coefficient of VALF has been increasing over the years indicating an increase in the spillovers over the years. Earlier studies have interpreted a positive and significant coefficient for VALF as indicating positive spillover effects. The GAP is equal to VAL/VALF and its coefficient is positive indicating that for very high values of VALF (given VAL) the spillover is small. This result is also in line with the findings of the earlier studies.


The rapid increase in the value of the spillover coefficient over the years is noteworthy. It could be argued that soon after liberalization, the technological gap between MNE and domestic firms were high and the spillover effects were modest. However, over the years, the domestic firms improved their competence and the spillovers increased. The spillover coefficient reached a peak in 1998 from 0.654 in 1993 to 1.557 in 1998. After that the coefficient stabilised and exhibited a marginal decline. It would not have been possible to capture this temporal effect if the standard panel data methodology of fixed and random effect models were employed.


The sign of the coefficient of the GAP variable is in line with the findings of the earlier studies. Liu et. al. (2000) measure GAP as the ratio VALF/VAL, that is, the inverse of the ratio we have used in this paper. In their regression results they obtain a negative coefficient for the GAP variable. Their result therefore is very similar to that of ours and following Haddad and Harrison (1993), they have justified the result by arguing that large technology gaps inhibit spillovers. Kokko et. al. (1996) also measure GAP as a ratio. They divide their sample into two groups, the first, where the gap is small and the second, where the gap is large and run separate equations for both samples. They find spillover important only for the sample with `small gap’ and conclude that spillovers can take place only in cases where the gap is small. In line with the earlier interpretations of the GAP variable, we also interpret our results to mean that spillovers are more likely to occur in cases where the gap is small. The results show that value added per unit cost of labour of local firms is high wherever the corresponding values of the foreign firms are also high. This result holds good even after the introduction of industry dummies in the unbalanced panel. 

The coefficients of COR, AD, EXPORT, IMPTECH and IMPCAP are not significant for most of the years. Some of them are significant for one or two years but have a negative sign. Hence most of the firm specific variables do not turn out to be important. On the other hand several of the industry dummies are important.

The only firm specific variable that emerged significant was the GAP variable. Thus firms with higher labour productivities gained by spillovers while others with lower productivities (larger gaps) did not benefit by spillovers. 

IV
CONCLUSION
Several papers have been published in the area of FDI and spillovers. However, their findings have been diverse ranging from negative impact of FDI on spillovers to strong positive impact. Studies explaining labour productivity and the impact of FDI have considered the ratio of value added to number of employees as the dependent variable. Since this definition of labour productivity does not take into account the differences in the skill content of the labour force, the studies have used some measure of skill as a separate independent variable, which we argue is not satisfactory. To overcome the problem posed by the heterogeneity of the labour force we have used value added per unit cost of labour as the dependent variable. This, we have argued, is a better and a more relevant measure.


Earlier studies based on firm level data, either used cross-section of firms or balanced panel data and in the latter case estimated fixed and random effect models. In our study we have used both balanced and unbalanced (full) panel data. The main advantage in using unbalanced panel is that it allows for the inclusion of the exit and entry of firms. Furthermore, we have estimated separate cross-section (of firms) equations for each year. This procedure helps in analysing the changing behaviour of spillover coefficients over the years. The results show a time trend in the values of the coefficients. The spillover coefficients have lower values in the initial years and exhibit higher values in the latter years. The presence of the trend element further strengthens the use of the unbalanced panel.  


The study shows the presence of significant spillover effects from FDI. During the initial years of liberalisation, the spillover effects were modest but later on increased sharply and stabilised towards the end. However, not all domestic firms gained equally from the spillovers. Domestic firms that possessed higher labour productivities and had lower productivity gaps with MNE were able to enjoy higher spillovers while those with larger productivity gaps could not benefit much. Consequently firms with better endowments in terms of productivity and technology benefited from liberalisation and FDI presence. Firms with large productivity gaps became the victims.
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Table 1

Determinants of VAL (White Heteroskedasticity-Consistent Estimates)

	Ind. Variables
	1993
	1994
	1995
	1996
	1997
	1998
	1999
	2000

	MS

t
	-0.010

-0.748
	0.002

0.158
	0.007

0.385
	0.001

0.049
	-0.002

-0.207
	-0.003

-0.342
	0.009

1.382
	-0.002

-0.179

	MSF
	-0.026*

-3.30
	0.038

1.025
	0.024

0.449
	-0.027

-0.690
	-0.040

-1.118
	-0.001

-0.025
	0.030

1.249
	0.018

1.116

	VALF
	0.654*

7.612
	0.981*

6.079
	1.073*

5.073
	1.248*

5.266
	1.391*

4.899
	1.557*

7.314
	1.548*

5.844
	1.349*

5.969

	GAP
	3.325*

16.393
	2.992*

13.232
	3.201*

15.655
	3.455*

16.401
	3.246*

21.427
	2.952*

16.617
	3.201*

13.461
	3.644*

18.089

	COR
	0.006

0.862
	0.007

1.216
	-0.029

-1.293
	-0.026

-1.777
	-0.038

-1.252
	-0.082*

-3.109
	-0.044

-1.746
	-0.041*

-2.961

	AD
	-6.895

-0.960
	-14.77+
-2.323
	-4.061

-0.605
	-0.432

-0.105
	-10.14

-1.395
	-2.569

-0.596
	-1.512

-0.493
	-2.262

-0.994

	EXPORT
	0.012

0.227
	0.037

1.084
	0.010

0.058
	0.011

0.061
	0.183

0.629
	0.025

0.136
	0.253

0.996
	0.396

1.079

	IMPTECH
	1.823

0.509
	-22.26+

-2.250
	-20.88*

-2.996
	-3.222

-0.626
	-1.852

-0.195
	0.352

0.061
	5.446

0.782
	-2.519

-0.559

	IMPCAP
	0.043

0.110
	0.480

0.912
	0.337

0.944
	-0.478

-0.562
	-1.596*

-2.822
	-0.997*

-2.551
	-1.589*

-3.034
	-0.745*

-2.547

	CONST
	-2.147*

-4.119
	-3.564*

-2.842
	-3.816+
-2.408
	-4.199*

-3.246
	-3.759*

-4.007
	-4.406*

-4.774
	-5.262*

-4.939
	-4.914*

-5.974

	D_AUTOAN
	1.302*

8.721
	-0.099

-0.121
	0.119

0.099
	0.795

0.924
	1.027

1.213
	-0.167

-0.199
	-1.103

-1.162
	-0.673

-1.230

	D_COMVEH
	1.206*

3.495
	-0.048

-0.103
	0.050

0.066
	-0.047

-0.079
	-0.240

-0.403
	-1.126

-0.492
	-0.818

-1.658
	-0.437

-1.089

	D_MCYCLE
	2.506*

6.829
	-1.236

-0.602
	-1.096

-0.363
	1.437

0.609
	2.232

1.004
	-1.126

-0.492
	-3.538

-1.597
	-2.626

-1.614

	D_CAR
	-6.002*

-5.468
	-14.00*

-3.524
	-19.31*

2.793
	-31.83*

-4.006
	-24.11*

-3.886
	-21.48*

-4.419
	-19.92*

-3.958
	-17.66*

-4.258

	D_CHEM
	2.152*

7.192
	1.336*

2.821
	1.735+
2.100
	0.458

0.414
	0.417

0.334
	-1.362

-1.272
	-1.029

-0.959
	-0.281

-0.374

	D_DOMEAPPLS
	1.905*

4.665
	1.928

1.551
	-2.509*

-2.790
	-0.714

-1.134
	0.131

0.222
	-2.553*

-2.552
	-0.719

-0.645
	0.079

0.131

	D_DRYCELLS
	-0.637

-1.085
	-3.805*

-2.769
	-3.906+
-2.015
	-2.893

-1.771
	-2.826+
-2.399
	-4.400*

-3.633
	-3.970*

-2.683
	-3.008*

-2.969

	D_ELECTRIC
	-1.979*

-4,025
	0.809*

-2.794
	-0.964*

-3.087
	-0.147

-1.151
	-0.432

-1.401
	-0.562

-1.810
	-0.711

-1.768
	-0.514

-1.609

	D_ELECTRONICCOM
	-1.606*

-3.588
	-1.897*

-4.782
	-1.589

-1.811
	0.028

0.049
	-1.932

-1.716
	-0.955+
1.964
	-1.569*

-3.088
	-1.252*

-3.309

	D_CONELECTRONIC
	-2.120*

-2.755
	0.765

1.190
	-0.948

-1.234
	-1.151

-1.893
	-2.569+
-2.233
	-0.477

-1.074
	-0.899

-1.834
	-5.036*

-3.712

	D_ENGINES
	2.103*

8.475
	-0.546

-0.419
	-0.509

-0.334
	0.561

0.503
	1.406

0.934
	0.171

0.126
	-0.858

0.843
	-0.603

-1.233

	D_PAINT
	1.477*

2.675
	-0.196

-0.232
	-1.143

-1.067
	-1.747

-1.419
	-1.135

-1.196
	-1.894+
-2.176
	-2.198+
-2.095
	-2.043+
-2.189

	D_PERCARE
	4.690

1.729
	0.488

0.204
	0.669

0.221
	0.801

0.274
	2.031

0.751
	-1.751

-0.655
	-3.222

-1.626
	-1.744

-1.398

	D_PEST
	0.692*

5.469
	-0.135

-1.626
	-0.969

-1.276
	0.364

0.692
	0.538

1.154
	-0.051

-0.075
	-0.719

-1.023
	-0.525

-1.607

	D_PHAR
	0.361

1.564
	-0.748

-1.225
	-0.114

-0.153
	-0.113

-0.363
	0.459

1.109
	0.175

0.477
	-0.307

-0.678
	-0.414

-1.526

	NOBS
	499
	599
	694
	726
	680
	635
	603
	535

	R2
	0.905
	0.907
	0.871
	0.903
	0.874
	0.844
	0.882
	0.927


Appendix
Table A1

Determinants of VAL

(Balanced Panel 1995-2000)

	Independent Variables
	 Fixed Effect Model Coefficient.
	t value
	Random Effect Model Coefficient 
	t value

	MS
	.0139   
	0.391   
	-.0169   
	-1.042   

	MSF
	-.0093   
	-1.128   
	-.0119   
	-1.850   

	VALF
	1.0887**    
	19.817   
	1.0229**   
	24.256   

	GAP
	2.9112**  
	91.511   
	2.9676**    
	99.667   

	COR
	-.0861**   
	-6.238   
	-.0748**   
	-5.619   

	AD
	-16.0130**   
	-4.315   
	-12.6289**   
	-3.799   

	EXPORT
	-.2441   
	-0.953   
	-.04418    
	-0.196   

	IMPTECH
	11.8526   
	0.688   
	-5.0675   
	-0.446   

	IMPCAP
	0.688**   
	3.202   
	1.1011*    
	2.344   

	CONST
	-2.6230**   
	-7.480   
	-2.3285**    
	-8.336   

	NOBS
	2580
	
	2580
	

	R2
	0.7827                                        
	
	0.7916                                        
	


Note: * Sig at 5% level, ** at 1% level. 

             Chi square for Hausman Statistic comparing fixed and random effects

              estimates is 42.91 (probability 0.000) 

�  The database is managed and maintained by M/s Capital Markets. It contains data of about 8000 firms and more than 300 variables. The variables include financial, performance, and international orientation indicators. The firms included in the database are those that are registered in major stock exchanges in India. Many firms are listed in US stock exchange, that is, NASDAQ.      


� Several firms entered after 1993 and if we had used 1993 as the cut off point for the balanced panel the number of firms in the sample would have been less, hence we considered the balanced panel from 1995.





